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Abstract

Blue-noise dither halftoning methods have been fo
to produce images with pleasing visual characterist
Results similar to those generated with error-diffus
algorithms can be obtained using an image proces
algorithm that is computationally much simpler to imp
ment. This paper reviews and compares the various t
niques that have been used to design blue-noise d
matrices. In particular, a series of visual cost funct
based methods, a several techniques that involve de
ing the dither matrices by analyzing the spatial dot 
tribution are discussed. Ways to extend the ba
blue-noise dither techniques to multilevel and color o
put devices are also described, including recent adva
in the design of jointly optimized color blue-noise dith
matrices.

1 Introduction

Many printing devices are binary in nature, and are th
fore incapable of producing continuous tone imag
Digital halftoning techniques are used to create the
pearance of intermediate tone levels by controlling 
spatial distribution of the binary pixel values. Ordere
dither, sometimes referred to as periodic dither, i
simple digital halftoning algorithm that has been us
for many applications. The origin of this technique c
be traced back at least as far as 1969.1 ,2 One common
implementation of the basic ordered-dither algorithm
shown in Fig. 1. In this case, a dither value d(xd,yd) is
determined by modularly addressing a “dither matr
with the row and column addresses of the image pix
The size of the dither matrix in this example is Mx × My.
The dither value is then used to threshold the input c
tinuous tone image value I(x,y) to determine a halftone
output value O(x,y). If the input value is greater than th
dither value, the output pixel is set to “on.” Converse
if the input value is less than the dither value, the ou
pixel is set to “off.” The modulo operations have the 
fect of tiling the dither matrix across the image in a 
peating pattern.

There are several other implementations of the
sic ordered-dither algorithm that are commonly us
One variation, shown in Fig. 2, is quite similar to th
shown in Fig. 1, except that the dither value is adde
d
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the input value and compared to a fixed threshold,
stead of using the dither value itself as the threshol
can easily be shown that these two implementations
mathematically equivalent, however, in some cases
second approach may be more computationally effici

xd

yd

x (column #)

y (row #)

I(x,y)

O(x,y)

mod Mx

mod My

dither matrix
d(xd, yd)

Compare

Figure 1. Flow diagram for basic ordered-dither algorithm

xd

yd

x (column #)

y (row #)

I(x,y) O(x,y)

mod Mx

mod My

dither matrix
d(xd, yd)

Threshold

Figure 2. Flow diagram for additive ordered-dither implementati

A third implementation of the ordered-dither alg
rithm is shown in Fig. 3. In this case, instead of stor
a dither matrix, a set of bitmaps are stored correspo
ing to the halftone pattern that should be used for e
gray level. The input value is used to select one of
bitmaps, and the pixel row and column address are 
to modularly address the selected bitmap to determ
the output pixel value. It can be seen that this imp
mentation has the advantage that fewer computation
required to process each pixel, at the expense of a la
memory requirement. This method can be used to
tain results that are equivalent to those obtained in
first two implementations if the bitmaps correspond
those that would be obtained by thresholding the di
matrix at each of different input values.

Note that any series of halftone patterns that ca
generated with the methods of Figs. 1 and 2, can als
Chapter III—Algorithms—225
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generated with the method of Fig. 3. However, the
verse is not true. This is because in the dither ma
implementation the halftone patterns are forced to
correlated so that once a certain pixel in the dither 
tern has been turned on at some input value, it will s
on for all higher input levels. With the dither bitma
approach, this constraint is not present. For examp
certain pixel could be “off” for an input value of 15
“on” for an input value of 151, and “off” again for a
input value of 152. In practice, the limitations asso
ated with the methods of Figs. 1 and 2 do not pose
serious problems because it is usually desirable, f
an image quality point of view, to use correlated p
terns that can be implemented either way. The b
equivalence between the bitmap and threshold ma
implementations for correlated halftone patterns w
noted by Granger et al.3

xd

yd

x (column #)

y (row #)

I(x,y)

O(x,y)mod Mx

mod My

dither 
bitmaps

b(i, xd, yd)

Figure 3. Flow diagram for ordered-dither bitmap implementati

The number of unique entries in the dither mat
determines the number of gray levels, which can be 
duced in the output image. For example, if 16× 16 dither
matrices are used, it is possible to produce 257 Mx

My + 1) gray levels. If smaller matrices are used, 
period of the dither pattern is smaller, but the numbe
producible gray levels falls correspondingly. Howev
despite the loss of gray levels, the reduction in the
riod of the dither patterns can sometimes provide
image quality advantage, particularly when using a c
tered-dot dither matrix. A variation of the ordered-dith
approach has recently been developed to allow the
of smaller dither matrices while maintaining the f
number of gray levels at the expense of adding a s
amount of randomness to the image.4

The arrangement of the values stored in the di
matrix determines the dot pattern that is formed at e
gray level. Clustered-dot dither matrices represent 
class of dot patterns. This approach attempts to m
the halftone dot patterns produced by conventio
graphic arts halftone screens. Another type of dit
matrix is the well-known “Bayer matrix.”5  This solu-
tion was designed to maximize the lowest spatial 
quency in the halftone pattern for any given gray le
The idea being that high frequencies are less visible
human observer than low frequency values. It can be 
that the Bayer matrix is closely related to the determ
istic dither described by Limb.1 One characteristic of th
Bayer matrix is that the perceived texture associated 
the halftone patterns changes quite dramatically a
function of gray level. As a result, images having smo
gradations are apt to exhibit texture contours. The Ba
226—Recent Progress in Digital Halftoning II
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matrix represents an example of a class of dither m
ces sometimes referred to as “dispersed-dot dither.” 
general characteristic of dispersed dot dither matrice
that they avoid placing dots near each other whene
possible.

A particular form of the dispersed-dot ordered-dith
technique known as “blue-noise dither” is the topic
the current paper. This approach was first reported
Sullivan et al.,7  and has since been investigated by ma
other researchers including Mitsa and Parker,8  and
Ulichney.9  Blue-noise dither techniques are related
the methods of Limb1 and Bayer,5 in that they are all
directed towards reducing the visibility of the halfto
patterns by controlling the frequency spectrum of 
spatial modulation. Generally, blue-noise dither ma
ces are designed to minimize the low frequency con
and maximize the high frequency content of the h
tone patterns. (The term “blue-noise” originates from 
fact that blue light corresponds to the high frequen
portion of the visible spectrum.) Because the human
sual system is less sensitive to high spatial frequenc
blue-noise dither patterns are less visible to a hum
observer. Generally, the halftone patterns associated
blue-noise dither are significantly less visible than cl
tered-dot dither, and do not have the annoying tex
changes associated with Bayer dither.

Blue-noise dither patterns are actually quite simila
the halftone patterns that are produced with error diffus
halftoning algorithms, but the implementation 
computationally more efficient. In fact, error diffusio
methods have sometimes been referred to as “dithering
blue-noise”,10 which can be a source of some confusion
the graphic arts halftoning field, the terms “stochas
screening” and “frequency-modulation screening” ha
been used to describe both blue-noise dither techniq
as well as error-diffusion methods.

2 Review of Blue-Noise Matrix
Generation Methods

This section reviews the various techniques that h
been used to generate blue-noise dither patterns.

2.1 Minimum Visual Cost Techniques
Sullivan, and Miller and Sullivan6,7 have described

a series of methods for designing blue-noise dither 
trices based on the use of stochastic optimization m
ods to minimize a visual cost function.

2.1.1 Uncorrelated Patterns. In their initial investiga-
tion, the halftone patterns designed by Sullivanet al.
were optimized for individual gray levels to be used 
tint fills of uniform image regions. The halftone patter
were determined using stochastic annealing techniq
to minimize a cost function based on the frequency
sponse of the human visual system. The halftone 
terns for each gray level were uncorrelated with 
halftone patterns for any other gray level. Because
patterns were uncorrelated, it was necessary to us
implementation like that shown in Fig. 3 to apply t
patterns to an image.
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The cost function used to estimate the visibility 
the halftone patterns is given by

    
    
cost d d= ( ) ( )∫∫ P f f V f f f fx y x y x y, , ,

2
(1)

where p(fx,fy) is the frequency spectrum of the halfton
pattern, and V(fx,fy) is the frequency response of the h
man visual system. It can be seen that the effect of 
cost function is to weight the frequency content of t
halftone pattern by the ability of the human visual 
sponse to detect it. Thus halftone patterns that move
frequency content to a region of the frequency spectr
where the human visual system is less sensitive will h
a correspondingly lower cost.

A model of the low-contrast photopic modulatio
transfer function was used to characterize the hum
visual system:

    
V f f a b cf cf f f

x y

d

, ( ˜) exp[ ( ˜) ]
. ,

,max( ) = + − >




if
otherwise1 0 (2)

where the constants a, b, c, and d are calculated from
empirical data to be 2.2, 0.192, 0.114, and 1.1 resp
tively,     f̃  is the normalized radial spatial frequency 
cycles/degree of visual subtense, and fmax is the frequency
at which the weighted exponential peaks. To account
angular variations in the human visual function sen
tivity, the normalized radial spatial frequency is com
puted from the actual radial spatial frequency using
angular-dependent scale function

       
    
˜

( )
,f

f
s

=
θ (3)

where     
f f fx y= +( )2 2 1 2/

,  and s(θ) is given by

           
    
s

w w
( ) cos( ) ,θ θ= − + +1

2
4

1
2

(4)

with w being a symmetry parameter, and

  
    
θ =







arctan .
f

f
y

x
(5)

A plot of this visual MTF function is shown in Fig. 4
which illustrates the low-pass nature of visual syste
and the reduced sensitivity at 45˚. To apply this M
function for a specific viewing distance and dot pitc
the angular frequency values must be related to the 
responding spatial frequency values using straightf
ward geometrical relationships.

Because the dither pattern is specified for a discr
set of pixel values, a discrete form of Eq. (1) was us
to compute the cost

    
cost =

=

−

=

−

∑ ∑
i

M

ij ij
j

Mx y

P V
0

1 2

0

1

, (6)

where Pij is the (i,j)th element of the discrete Fourie
transform of the halftone pattern, and Vij is the corre-
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sponding human visual system sensitivity. The fun
mental periodic nature of the discrete Fourier transfo
properly accounts for the fact that the dither patterns
applied in a repeating tiled fashion.
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Figure 4. Low-contrast photopic modulation transfer functi
of human visual system.

Ideally, the cost for every possible arrangement
the dots in the halftone pattern could be computed 
the halftone pattern with the lowest cost could then
selected. However, in practice, the number of poss
arrangements is so large that this is impossible. As a
sult, it is necessary to use combinatorial optimizat
techniques such as stochastic annealing11 ,12 or genetic
algorithms13 ,14 to minimize the cost function. For mo
of the blue-noise dither optimization work described
this section, the stochastic annealing approach was u
A flowchart showing an implementation of the stoch
tic annealing process for optimizing halftone pattern
shown in Fig. 5. The algorithm comprises the followi
steps:

1. Define an initial halftone pattern having the desir
number of dots, and compute a corresponding 
tial cost value. The initial halftone pattern can 
formed randomly, or alternatively some predefin
halftone pattern can be used. The initial cost is t
porarily labeled as the “old cost.”

2. Randomly select a pair of pixels in the halftone p
tern and interchange them to form a new halfto
pattern.

3. Compute a cost value for the new halftone patte
4. Calculate a random number z between 0 and 1, an

the Boltzmann test statistic q,

    
q = −





exp ,
∆cost

T (7)

where ∆ cost is the new cost minus the old cost, a
the parameter T is set initially so that a large pe
centage, e.g., 80%, of new halftone patterns are
cepted in the following step.
Chapter III—Algorithms—227
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5. Compare q to z . If q > z the new halftone pattern 
retained and the new cost computed in step 3 i
named as the old cost. if q ≤ z, the halftone pattern
is returned to its previous state.

6. After many iteration of steps 2-5 above, e.g., 10
reduce the parameter T to κT, where κ < 1, e.g.,
κ = 0.95.

7. When T is sufficiently small so that the costs at su
cessive values of T are no longer changing signif
cantly, or after a fixed number of changes have b
made to T, e.g., 500, the process is complete and
final halftone pattern is stored.

Figure 5. Flowchart for stochastic annealing algorithm.

In the initial investigation of Sullivan et al., the sto-
chastic annealing process was repeated independ
for every gray level to form a set of uncorrelated bl
noise halftone patterns. Because of the large numb
iterations that were required to optimize the patte
powerful computers were necessary to determine s
tions in a reasonable amount of time. Even with the
of supercomputers, it can still take several hours or m
to design a set of patterns for even modest size (16× 16)
dither matrices. Figure 6 shows an example of an in
randomly designed pattern, compared with an optimi
pattern determined using the above process. In this c
a 128× 128 bitmap was computed. The correspond
angularly averaged frequency spectra for these two
terns are shown in Fig. 7. It can be seen that the 
frequency content of the optimized pattern is greatly
duced relative to that of the random pattern. Figur
228—Recent Progress in Digital Halftoning II
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shows the value of the visual cost function at succes
temperatures in the optimization process. It can be s
that the stochastic annealing process gradually redu
the visual cost until a plateau is reached where the 
cannot be improved further.

Figure 6. Pixel positions of (a) initial random pattern, an
(b) final minimum cost pattern.
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Figure 8. Visual cost at successive temperatures in the 
chastic annealing optimization process.

Other types of cost functions can also be used
estimate the visibility of the halftone patterns. One 
proach is to calculate the variance of the visua
weighted spectral powers rather than summing them
in Eq. (6). This has the effect of trying to suppress a
strong spikes in the perceived power spectrum. Ano
approach would be to use a spatial channel model o
visual system to determine the visual cost.15

Although the results obtained using this method 
quite pleasing when applied to uniform regions, they
not produce desirable results when applied to cont
ously varying images. This can be traced to t
uncorrelated nature of the halftone patterns where
pattern at one gray level has been derived indepen
of all other gray levels. As a result, objectionable d
patterns are formed in regions of the image that con
smooth gradations from one gray level to another.

2.1.2 Correlated Patterns. Realizing the limitations of
the uncorrelated blue-noise patterns, Sullivan and 
later generalized the blue-noise dither pattern gen
tion techniques to produce correlated blue-noise p
terns.16 Because of the correlated nature of these patte
they produced much better results when applied to c
tinuous tone images, and additionally they could 
implemented using the conventional dither matrix te
niques shown in Figs. 1 and 2.

The determination of the correlated halftone patte
becomes somewhat more complicated than 
uncorrelated case due to the fact that the halftone 
tern for one level must be designed taking into acco
the halftone patterns for the other levels. The first 
tempts to compute correlated blue-noise halftone 
terns used a sequential optimization approach
determine the patterns for each level one at a time.
though later methods were developed to optimize al
the levels simultaneously, the sequential approach 
holds significant advantages from a computation ti
point of view.

A flowchart showing the basic process for sequ
tially optimizing correlated blue-noise dither patterns
shown in Fig. 9. The steps of this process are as follo
-
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s:

Combine halftone patterns for 
all input levels to form dither 

matrices

No

Determine minimum cost 
halftone pattern for
initial input level

Determine which pixels in 
the halftone pattern should 

be changed to minimize 
cost

YesMore
levels?

Store final result

Determine which pixels in 
the halftone pattern can be 

changed

Select next input level
and initialize the 
halftone pattern

Figure 9. Flowchart for computing correlated blue-noise p
terns using sequential optimization

1. Form an optimized pattern for an initial input lev
Generally this can be done using the stochastic
nealing method described in Sec. 2.1.1 for 
uncorrelated halftone patterns. The initial input le
is commonly taken to be 128, although it has b
found that better results can sometimes be obta
with other initial values.

2. Select the next input level in the sequence and
tial the halftone pattern. A consecutive seque
could be used where the input levels were optimi
by first incrementally decreasing, and then incre
ing the level relative to the initial input level, (e.g
127, 126, ..., 1, 0, 129, 130, ..., 254, 255). Alter
tively, many other arrangements are possible s
as a sequence based on a binary tree where th
tervals are sequentially subdivided, (e.g., 64, 1
32, 96, 140, 224, ...).

3. Determine which elements of the halftone patte
can be changed. Generally this is done by find
the pixels that are simultaneously “off” in the ha
tone pattern corresponding to the nearest input l
that has already been optimized below the cur
input level, and “on” in the halftone pattern corr
sponding to the nearest input level that has alre
been optimized above the current input level.

4. Determine which changeable elements should
changed in order to minimize the visual cost. T
can be done using stochastic annealing or other
timization techniques.
Chapter III—Algorithms—229
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5. Repeat steps 2-4 for each of the input levels.
6. Combine the resulting halftone patterns for all

the input levels into a corresponding dither ma
and store the result.

Because the levels are determined sequentially
levels that are optimized earlier in the sequence ge
ally have a higher quality (lower cost) than those de
mined later in the sequence. This is because the deci
about pixel placement at one level constrain the ch
of where pixels can be placed for subsequent levels.
is the motivation for using a binary tree sequence.
example, consider the case where an initial level of
is used. If the levels are optimized incrementally, as m
as 128 previous optimizations may constrain the o
mization for a single level. With the binary tree approa
the maximum number of previous optimizations that
fect the current optimization will be much smaller.

The blue-noise dither matrices that were initia
computed using this approach produced much bette
sults than those obtained using the uncorrelated patt
However, the images were still somewhat margina
quality. One of the principle reasons for this is that 
practical dither matrix size was limited to approximat
16 × 16 due to computational constraints. With this m
trix size, it was not possible to totally eliminate the 
pearance of low-frequency periodic artifacts. The us
larger dither matrices not only reduces the fundame
frequency of the halftone pattern, but additionally p
vides more degrees of freedom during the optimiza
process.

An effort was made to speed up the optimizat
process to make it possible to compute larger di
matrices. The use of more efficient programming te
niques and faster computers provided some impr
ment, but by far the largest speed gains came by mo
the computation of the cost function from the freque
domain to the spatial domain. By Parseval’s Theore
can be shown that the cost function given in Eq. (1)
be rewritten as

         cost d d= ∫∫ p x y v x y x y( , ) * ( , ) ,2 (8)

where * represents convolution, p(x,y) is the halftone
pattern, and v(x,y) is the inverse Fourier transform 
the human visual system sensitivity, which can be in
preted as the human visual system point-spread f
tion (PSF).

The corresponding discrete form of the spatial 
main cost function is

    
cost =

=

−

=

−

∑ ∑
i

M

ij
j

Mx y

p v
0

1 2

0

1

( * ) , (9)

where (p*v)i,j is the (i,j)’th element of the perceived hal
tone pattern given by discrete convolution of the h
tone pattern with the human visual function system P
Noted that the halftone pattern generated by an orde
dither process will be periodic, hence the discrete c
volution must take this into account by includi
contributions from surrounding dither arrays. In pr
tice, this is most easily done by computing an effec
230—Recent Progress in Digital Halftoning II
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visual system PSF that is the sum of a series of vi
system PSFs that repeat at the dither pattern period

    
v x y v x mM x y nM ye

m
x y

n
( , ) ( , ),

=−∞

∞

=−∞

∞

∑ ∑ − −∆ ∆ (10)

where ∆x and ∆y are the pixel spacing in the x and
ydirections, respectively. One method to convenie
determine the effective PSF is to perform an inverse 
of the human visual function MTF. The periodic boun
ary condition assumptions associated with the FFT, n
rally account for the repeating nature of the effec
PSF. An example of an effective PSF is shown in Fig.
The x and y axes in this case give the pixel offset valu
It can be seen that the same PSF value will be obta
when x = 1 and when x = 15, which reflects the fact tha
the dither pattern repeats every 16 pixels. Thus x = 1 is
1 pixel to the right of a dot centered at (0,0), and x = 15
is 1 pixel to the left of the same dot in the next perio
the dither pattern. An equivalent result can be obta
by performing the summation given in Eq. (10), bu
large number of terms must be included to obtain a
rate results.
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Figure 10. Effective point spread function for 16× 16 dither
matrix. Viewing distance was assumed to be 30 inches,
printer was assumed to be 300 dpi.

Generally, one would expect it to be faster to ca
late the Fourier transform required to compute the 
function using Eq. (6), rather than the convolution n
essary to compute the cost function using Eq. (9). H
ever, in this case there are several factors that ma
possible to obtain much faster results with the conv
tion. First of all, since the halftone pattern consists o
of ones and zeros, the multiplications normally ass
ated with the computation of a convolution can be eli
nated. In this case, the convolution simply become
summation of a set of point-spread functions centere
the dot positions. Secondly, during the optimization p
cess the convolution can quickly be recalculated as
bitmap is perturbed, since it is only necessary to mo
the contributions to the summation corresponding to
pixels that are changed. The move from the freque
domain cost computation to the spatial domain cost c
putation resulted in more than a 100× improvement in



te
ha
ap
te

co
e
th
s
e
 i
a

on
th
n
im
 t
d 
th

t ap-
ed.
 not
ual

rix
 sto-
one
imi-
o se-
or

e
her
o a
256
computation speed. It is currently possible to compu
128 × 128 solution in about 2 days on a DEC Alp
2100–4/275 computer. With the frequency domain 
proach it would only have been possible to compu
16 × 16 matrix in that same time frame.

One approach that can be used to speed up the 
putation of the blue-noise patterns further is to us
steepest-descent type of optimization technique, ra
than a stochastic optimization technique. In this ca
instead of randomly adding/subtracting the dots to ev
tually minimize the visual cost, a visual cost value
determined corresponding to every possible place th
dot can be added/subtracted. The position corresp
ing to the lowest cost position is then chosen. For 
approach, the initial pattern for the first level will ge
erally need to be determined using a stochastic opt
zation technique, or some alternate approach, but
remainder of the halftone patterns can be determine
sequentially adding/subtracting dots that minimize 
 a

-
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e,
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visual cost. The advantage of this steepest-descen
proach is that the computation time is greatly reduc
However, the disadvantage is that the solution does
necessarily represent a global minimum for the vis
cost function.

A sample image produced using a 128× 128 blue-
noise matrix is shown in Fig. 11(a). The dither mat
used to make this image was generated by using
chastic annealing to determine an optimized halft
pattern for gray level 100. The steepest descent opt
zation approach described above was then used t
quentially optimize the remaining gray levels. F
comparison, images generated using a 128× 128 ran-
dom (white-noise) dither matrix, a 16× 16 Bayer dither
matrix, and an 16× 16 clustered-dot dither matrix ar
shown in Figs. 11(b) to 11(d). (The clustered-dot dit
pattern was created by tiling an 8 x 8 pattern int
16 × 16 matrix and adjusting the thresholds to obtain 
unique values.)
x,
Figure 11. Images generated using (a) 128× 128 blue-noise dither matrix, (b) 128× 128 random (white-noise) dither matri
(c) 16× 16 Bayer dither matrix, and (d) 16× 16 clustered-dot dither matrix.

(a) (b)

(c) (d)
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The visual cost as a function of gray level for the
matrices is shown in Fig. 12. The visual cost was co
puted using Eq. (9) with a viewing distance of 20 i
and a dot pitch of 300 dpi. For purposes of compari
the smaller Bayer and clustered-dot matrices were t
to a 128× 128 size before computing the cost values
can be seen that the clustered-dot and random d
matrices have the highest visual cost. This is consis
with the overall higher visibility of the halftone patter
for the corresponding images. It should be noted 
although the visibility of the white-noise and clustere
dot halftone patterns may be similar, the clustered
patterns are generally found to be less objectionable.
demonstrates that the visual cost may not always be
only factor that influences the visual objectionability

-5

-4

-3

-2

-1

0

lo
g 

vi
su

al
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os
t

0 64 128 192 256

gray level

clustered dot

Bayer

white-noise

blue-noise

Figure 12. Visual cost as a function of gray level for the dit
matrices used in Fig. 11.

Overall, the visual costs for the Bayer matrix a
the blue-noise matrix are substantially lower than 
visual costs for the clustered-dot and white-noise 
terns. Although the average visual cost levels are q
similar, it can be seen that the visual cost for the Ba
matrix fluctuates much more widely with gray level th
does the visual cost for blue-noise matrix. This refle
the fact that the Bayer matrix produces distinct chan
in the texture as a function of gray level. At the g
levels where very regular patterns are formed, the 
for the Bayer matrix is lower than that of the blue-no
matrix, however, at intermediate gray levels, the Ba
matrix gives a higher visual cost. The visual cost for
blue-noise matrix can be seen to be much more unif
than that of the Bayer matrix, reflecting the fact that 
overall texture is quite constant with gray level. Th
is a small dip in the visual cost near the gray leve
100, which corresponds to the starting gray level for
optimization process. This results from the fact that
optimization process cannot move the dots that are
232—Recent Progress in Digital Halftoning II
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ready placed due to the correlated nature of the half
patterns. The patterns must therefore be slightly 
optimal than the solution for the first level. Most peop
would judge that the blue-noise matrix result is pref
able to the Bayer matrix result because of the more c
sistent image texture characteristics.

2.1.3 Simultaneously-Derived Correlated Patterns. An-
other related approach for computing correlated bl
noise dither matrices has been developed.17  In this case,
the dither patterns for all the gray levels are compu
simultaneously rather than sequentially. The advant
of this approach is that it will not penalize the ima
quality for patterns that are computed later in the 
quence. To accomplish this, a cost function is defin
that combines the visual cost for all of the different g
levels. One of the simplest forms for the combined c
function is

    
    
C Ct

p

t

p

=










=
∑ ( ) ,

/

0

255 1

(11)

where Ct is the visual cost for a particular tone levelt,
and p is a positive constant. If p is taken to be 2,this
result is simply the RMS visual cost for all thresho
levels. Larger values of p have the effect of weighting
the cost values for tone levels with larger errors m
strongly.

One problem with the combined cost function giv
in Eq. (11) is that the fundamental visual cost can v
quite widely as a function of tone level . In particul
tone levels near the dark and light end of the tone s
typically have smaller cost values than midtone leve
As a result, the cost function preferentially treats the t
levels with higher cost values. One approach that ca
used to minimize this effect is to normalize the cost v
ues before they are combined
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, (12)

where <Ct0> is the average cost calculated for a serie
random variations of the matrix elements.

The optimization process used for the simul
neously derived patterns can be very similar to that
scribed above to determine optimized patterns 
individual gray levels. For example, the stochastic 
nealing process shown in Fig. 5 can be used with o
small modification:

1. Define an initial dither matrix and compute the c
responding initial combined cost value. The init
dither matrix can be formed randomly, or altern
tively some predefined dither matrix can be us
The initial combined cost will temporarily be know
as the “old total cost.”

2. Randomly select a pair of elements in the dither 
trix and interchange them to form a new dither mat

3. Compute a new combined cost value for the n
dither matrix.
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4. Calculate the Boltzmann test statistic q, and a ran-
dom number z between 0 and 1.

5. Compare q to z. If q > z the new dither matrix is
kept and the new total cost computed in step 3
renamed as the old total cost. If q ≤ z, the dither
matrix is returned to its previous state.

6. After many iteration of steps 2-5 above, e.g., 10
reduce the parameter T to κT, where κ < 1, e.g.,
κ = 0.95.

7. When T is sufficiently small so that the total cos
at successive values of T are no longer changing sig
nificantly, or after a fixed number of changes ha
been made to T, e.g., 500, the process is comple
and the final dither matrix is stored.

While the simultaneous optimization of the diffe
ent tone levels would seem to be advantageous in the
there are several practical factors that limit the use
ness of this technique in practice. First, the compu
tional complexity of the joint cost function slows th
optimization process substantially. This puts a practi
limitation on the size of the dither matrix that can 
computed. With current computer resources a 64× 64
dither matrix takes as long as a week to converge. Ad
tionally, the optimization process seems to be more pr
to getting caught in a local minimum of the cost fun
tion than the sequential optimization methods. For 
ample, a 16× 16 solution was computed using th
technique that yielded moderate image quality. A 32× 32
solution was then computed that produced a lower p
ceived image quality. To compare the visual costs 
the two solutions, a 32× 32 matrix was made by tiling
together four copies of the 16× 16 matrix. The total cost
for the replicated 16x16 was substantially lower than t
of the actual 32× 32 solution. Because a lower cost s
lution was shown to exist, this indicates that the optim
zation process for the 32× 32 matrix was not able to
converge on the global minimum of the cost functio
This is probably due to the high dimensionality of t
problem, combined with the complexity of the cost fun
tion. It is expected that if the true global minimum cou
be found, this approach would give very good resu
However, the optimization techniques that have be
tested have been unable to get very near to the gl
minimum for dither matrices of reasonable size.

2.2 Spatial Dot Distribution Techniques
A number of other blue-noise halftone pattern ge

eration methods have been developed that are base
evaluating the spatial distribution of dots in the halfto
pattern, rather than the computation of a visual cost fu
tion value.

2.2.1 Iterative Constraint Techniques. An approach for
designing blue-noise dither matrices has been develo
by Parker and Mitsa.18  that attempts to produce halfton
patterns that simultaneously satisfy two different cri
ria. First, the patterns should have particular power sp
trum characteristics. Second, the patterns must be bi
in nature, and must have the desired fractional area 
erage. It is quite simple to design patterns that meet
or the other of these criteria, but not both of them at 
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same time. To determine halftone patterns that simu
neously meet both requirements, an optimization te
nique that is similar to a “projection-on-convex-set
approach is used. Essentially, a set of independent 
straints are cyclically applied until a convergent so
tion is reached.

Figure 13 shows a flow diagram of the process u
to design the halftone pattern for a first gray level (ty
cally a 50% gray).

Yes
End

Compute frequency 
spectrum of the 
halfone pattern

Has solution 
converged ?

Modify the frequency 
spectrum according to the 
power spectrum constraint

No

Load halftone pattern with
  binary seed pattern

Start

Compute inverse Fourier 
transform to determine 

modified halftone pattern

Impose binary/coverage 
constraints to form a new 

halftone pattern

Figure 13. Iterative constraint technique for optimizing blu
noise halftone patterns.

1. First the halftone pattern is initialized with a se
pattern. Typically this would be a white-noise patte

2. The Fourier transform of the halftone pattern is co
puted to determine its frequency spectrum.

3. The frequency spectrum is modified according t
power spectrum constraint. In general, the pow
spectrum constraint can be used to impose any 
ticular power spectrum characteristics to the ha
tone pattern. In the examples presented by Pa
and Mitsa, they are attempting to produce patte
with power spectrum having no energy below a pr
ciple frequency. This principle frequency is a fun
tion of the halftone pattern gray level. By imposin
this constraint they are attempting to mimic the fr
quency spectrum characteristics of an error diffus
pattern. They impose the constraint by comparing 
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radially averaged power spectrum of the halftone p
tern to the aim power spectrum to compute a 
quency domain filter

    
D f g

P f g
P f gr r

r r

r r

( , ) ' ( , )
( , )

,= (13)

where fr is the radial frequency, g is the gray level
Pr(fr,g) is the radially averaged power spectrum 
the halftone pattern, and P′r(fr,g)  is the desired radi
ally averaged power spectrum. The frequency
main filter Dr(fr,g) is applied to the frequency spe
trum of the halftone pattern to determine a modif
frequency spectrum.

4. Once the frequency domain constraint has been
plied, an inverse Fourier transform is applied to 
modified frequency spectrum to determine a mo
fied halftone pattern.

5. This modified halftone pattern now has the des
blue-noise characteristics, however, it no longe
a binary pattern. It is, therefore, necessary to 
pose the constraint that the halftone pattern mus
binary, and that a certain number of dots mus
turned on. This is done by computing an error ar
that is given by the difference between the previ
halftone pattern, h(i,j ) and the modified halfton
pattern, h′(i,j ),

e(i,j ) = h′(i,j ) – h(i,j ). (14)

The error values are rank ordered, and the pairs o
and 0’s corresponding to the largest error val
are interchanged to form a new halftone pattern

. If the total mean square error for this iteration
below some threshold, the solution is accepted. O
erwise, the steps 2 to 5 are repeated using the
halftone pattern until convergence is reached.

Once the halftone pattern for the first gray leve
etermined, a similar method is used to sequentially

ermine the halftone patterns for the remaining gray 
ls. In this case, a single pass technique is applied, r
han the iterative approach just described. To cons
he blue-noise pattern for the next highest gray le
bove a previously computed pattern, the previous s
ion is used as seed level and steps 2-4 of the a
ethod are used to determine a modified halftone 

ern. As before, and error array e(i,j ) is computed, and
he errors are rank ordered. The number of 1’s that m
e added to the halftone pattern to produce the de
ray level are determined. The 0’s in the previous s
ion corresponding to the highest error values are
laced with 1’s to form a new halftone pattern. Th
teps are repeated to determine the halftone pattern
ach gray level above the initial gray level. The g

evels below the initial gray level are computed in a si
ar fashion. The only difference being that ones in 
revious halftone pattern are replaced by 0’s. Throu
ut this process, the aim power spectrum is adjuste
ach gray level to account for the change in the p
iple frequency.

A small modification to this basic technique w
roposed by Yao and Parker.19  In this case, instead o
234—Recent Progress in Digital Halftoning II
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adaptively computing the filter necessary to produce
desired power spectrum as was shown in Eq. (13), a 
filter was used at each gray level. In general, a smoo
varying low-pass filter was used, such as a Butterw
filter, or a Gaussian filter. The cutoff frequency of t
filter is still adjusted as a function of gray level to a
count for the variation in the principle frequency of 
halftone pattern.

Rolleston and Cohen20 have also presented a sim
lar approach where they create noise patterns with
scribed two-dimensional correlation functions for 
purpose of using them as masks for digital halfton
In this case, instead of designing the halftone patter
a sequential fashion and afterwards combining the 
terns to form a dither matrix, the entire dither matrix
optimized sinultaneously. This is done by initializing 
dither matrix with uniformly distributed random nois
The noise matrix is then transformed to the frequency
main, where a power spectrum constraint is applied. G
erally, the application of this constraint involves sim
multiplying the frequency spectrum by a binary mask
function. The filtered spectrum is then transformed b
to the spatial domain where a constraint is imposed
forces the noise to have a uniform probability den
function. This insures that the number of dots in the
sulting halftone pattern will be linear with the input to
level. These steps are then applied iteratively until c
vergence is reached. In this manner, it is possible to 
erate halftone patterns with a variety of power spec
including those with blue-noise characteristics.

2.2.2 Void-and-Cluster Technique. Ulichney has pro-
posed a simple technique for generating blue-noise
terns that he refers to as the “void-and-cluster” meth9

The general principle employed in the design of dit
matrices using this technique is that large cluster
voids of dots should be avoided. The optimization p
cess involves two basic phases. First, a dither patte
formed for an initial gray level. Next, dither patterns 
sequentially formed for the remaining gray levels.

A flow chart for the first phase of the void-and-clu
ter optimization process is shown in Fig. 14. The f
step is to choose an initial binary dither pattern. T
initial pattern may be randomly formed, or may cor
spond to the pattern that is obtained with an exis
solution, such as the Bayer matrix. The initial patter
then examined to find the tightest “cluster” of dots. 
of the pixel locations containing 1’s are considered
this process. The “1” at the location of the tightest c
ter is then removed. The new pattern is then exam
to find the location of the largest “void,” and a “1” 
inserted at this location. If the location of the largest v
is the same as the location that the “1” was just remo
from, then the process has converged. In this cas
“1” is restored to initial position and the procedure
terminated. With each iteration, the voids should 
smaller, and the clusters should get looser.

To determine the locations of the largest void a
cluster, Ulichney defined a filter function that he co
volved with the dot pattern. The location of the mi
mum and maximum values of the filtered dot pattern t
define the largest void and the largest cluster, res
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 be
tively. As with the spatial domain cost function calcu
tion described above in Sec. 2.1.2, it is necessary to
count for the periodic nature of the dither pattern wh
performing the convolution. This is accomplished us
a modified convolution

    
p x y p m n f m nf

m M

M

n M

M

x

x

y

y

( , ) ( ' , ' ) ( , ).
/

/

/

/

=
=− =−
∑ ∑

2

2

2

2

(15)

where Mx and My are the dither array dimensions, p(x, y)
is the dot pattern, f(x, y) is the filter function, pf(x, y) is
the filtered dot pattern, and

m′ = (Mx + x – m)mod Mx, (16)
n′ = (My + y – n)mod My.

Ulichney used a Gaussian filter function of the form

           f(x,y)  exp [–(x2 + y2)1/2(2σ2)] (17)

for his investigation. He found that a value of σ = 1.5
produced the best results.

Insert a "1" into the 
location of the largest void

No

Load binary pattern
with initial 

input pattern

YesDid
removing the "1"
create the largest

void?

Find location of
tightest cluster

(all 1's are candidates)

Remove the "1" from the 
location of the
tightest cluster

Find location of
largest void

(all 0's are candidates)

Start

Restore the "1"
that was just removed End

Figure 14. Flow chart for the first phase of the void-and-clu
ter optimization process.

Once the halftone pattern for the first gray level
determined, the next phase of the void-and-cluster
proach is to sequentially compute the patterns for 
remaining gray levels. A flowchart for this process
shown in Fig. 15. (It should be noted that this proced
c-
n

-

p-
e

e

has been generalized slightly relative to that descri
by Ulichney.) First the patterns between the initial gr
level and black, and then the patterns between the in
gray level and white are computed. The first step is
load an array with an initial binary pattern. The soluti
for the previous gray level is used as the initial bin
pattern for the current gray level. Next, the number
pixels that need to be changed to produce the cor
number of dots for the current gray level is determin
Depending on whether the gray level is currently be
incremented or decremented, dots either need to be a
or removed. If the gray level is being decremented
number of 1’s need to be turned into 0’s to remove d
Conversely, if the gray level is being incremented
number of 0’s need to be turned into 1’s to add m
dots. The number of dots that need to be added/subtra
will depend on the size of the dither array and the nu
ber of allowable gray levels.

Determine the number
of 0's/1's that need

to be changed

YesHave
enough pixels
been changed

?

Find location of
largest cluster/void

change the pixel to
to a "0"/"1" 

End

No

Load binary pattern
with initial binary pattern

Start

Figure 15. Flow chart for the second phase of the void-a
cluster optimization process.

The next step is to identify the location of the lar
est void/cluster in the dot pattern. If dots need to
added, the largest void is identified. If dots need to
removed, the tightest cluster is identified. Once the
cation has been found, the pixel is changed to a 1 o
accordingly. This process is repeated until the requ
number of pixels have been changed for the current g
level. The remainder of the gray levels are then proce
in an identical fashion until a complete set of halfto
patterns have been determined for all of the allowa
gray levels. The resulting halftone patterns can fina
be combined to form a single dither matrix that can
used in any of the standard dither algorithms.
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Since the void-and-cluster method is effectively
“steepest descent” optimization approach, the results
are obtained using this technique are quite depende
the initial starting conditions. For example, if an init
binary pattern containing a single 1 is used, the f
matrix is identical to the Bayer matrix solution (al
known as a “recursive tessellation” solution). If random
formed initial binary patterns are used the results 
quite similar to the blue-noise patterns computed us
the visual cost function methods described above. 
largest advantage of the void-and-cluster approach i
computation speed of the optimization process.

It can be seen that the void-and-cluster method
much in common with Mitsa and Parker’s iterative co
straint technique described in Sec. 2.2.1. In both ca
a filtered dot pattern is determined. However, Mitsa 
Parker perform the filtering operation in the frequen
domain, whereas a spatial domain convolution is app
for the void-and-cluster technique. Once the filtered 
pattern has been computed, it can be seen that the 
positions having the largest errors computed for with
iterative constraint technique are analogous to the p
positions with the largest voids and clusters determi
by Ulichney.

2.2.3 Visual Potential Techniques. We have recently
investigated a variation of the void-and-cluster techni
that incorporates some of the desirable features o
sequential visual cost function method described
Sec. 2.1.2. The most significant difference is that the
ter function is designed using a visual response mo
Therefore, the largest “visible voids” and “visible clu
ters” in the halftone pattern will be determined. Ad
tionally, a visual cost function method is generally us
to determine the initial halftone pattern. Alternatively
pattern from a previously determined blue-noise patt
or even a pattern generated using an error diffusion
gorithm can also be used for the initial pattern.

Once the initial pattern has been defined, a perce
halftone pattern pv(x,y) can be computed by convolvin
the halftone pattern p(x,y) with an approximation of the
point-spread function of the human visual system v(x,y):

pv(x,y) = p(x,y)* v(x,y). (18)

As noted above, the convolution must take into acco
the periodic nature of the dither pattern. The percei
halftone pattern is analogous to the filtered halftone 
tern computed for the void-and-cluster technique, 
cept that a visual model is used for the filter functi
For an “ideal” halftone pattern, the resulting perceiv
halftone pattern is perfectly uniform. However, for a r
halftone pattern, the perceived halftone pattern is c
prised of a lumpy surface having local minima a
maxima corresponding to the voids and clusters in
halftone pattern.

To determine halftone patterns for the remain
gray levels in a sequential manner, it is necessary to
(or subtract) an appropriate number of dots from 
halftone pattern. It is intuitive that the dots are typica
added to pixel locations where the perceived halft
pattern is high, or conversely are subtracted from p
236—Recent Progress in Digital Halftoning II
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locations where the perceived halftone pattern is l
Using this approach to determine a halftone patter
essentially equivalent to defining a new cost funct
that penalizes large peaks and valleys in the perce
luminance distribution. Although it could be argued th
the final result obtained with this method may be le
optimal than those obtained with the stochastic opti
zation methods, the quality improvements associa
with the fact that larger dither matrices can be de
mined may outweigh any quality loss from the more s
plistic optimization approach.

An appropriate name for this technique may be “
sual void-and-cluster.” It has also been referred to as “e
trostatic dither” because of a close analogy to an electron
distribution problem. Consider a set of electrons dist
uted on a planar surface. An electrostatic potential 
be computed by summing the potential for each of 
electrons. The potential for a point charge is given b

        
    
φ( , ) ,x y

A
R

= (19)

where A is a constant, and R = [(x – x0)2 + (y – y0)2]1/2,where
x0 and y0 are the coordinates of the point charge. T
overall potential for a set of electrons is given by 
sum of the potentials for each of the individual electro
This can be seen to be a convolution of the potentia
a single point charge at the origin, with a set of de
functions corresponding to the positions of the electro
If these electrons were locked in place, and an additio
electron was added to the surface, it would want to g
the location with the minimum potential. After the ele
tron is placed, the potential function would need to
modified to account for the new electron.

It can be seen that this is analogous to the pre
problem where halftone dots are being positioned ins
of electrons. The analogy to the potential function fo
single point charge is the point-spread function for 
human visual system. Since the perceived halftone 
tern is given by the convolution of the halftone patte
with the visual point-spread function, this can be direc
related to the total potential function for the electr
distribution. A method recently described by Yu et al.
also uses an “electrostatic force” model to optimize bl
noise dither patterns.21

2.2.4 Other Void-and-Cluster Variants. A number of
other variations of the void-and-cluster technique h
also been investigated. Lin has developed a void-a
cluster based algorithm that uses a filter function t
varies with gray level.22  In particular, the width of the
filter function is varied to account for the fact that t
average distance between the minority pixels chan
as a function of gray level. (The minority pixels are tho
that occur less frequently in the halftone pattern; e.g.,
for halftone patterns that are lighter than a 50% g
level, the minority pixels will be black.)

During the optimization process for a given gr
level, the average separation between the minority 
els is determined. For gray levels near the 50% le
the average separation is relatively small. For gray 
els near the extreme ends of the tone scale the ave
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separation is large. The average separation is calcu
by dividing the total number of pixels in the halfton
pattern by the number of elements with the minor
value and taking the square root.

A function is determined by “trial and error” to re
late the average separation value to a region of sup
value for the filter function that gives pleasing resu
when examined visually. The region of support value
related to the width of the filter function. Lin repor
that the use of this variable filter function results in few
objectionable artifacts in the halftone pattern. This 
proach can be compared to using a visual model wh
the viewing distance is varied as a function of the g
level. Tuning the filter size as a function of gray lev
allows the pattern to be optimized for the viewing d
tance that will be most susceptible to artifacts. This m
be quite appropriate in practice where observers 
quently will view an image from a series of viewing d
tances to evaluate quality.

Lin has also described a refinement of this ba
method that incorporates a model of the dot struc
for the printer.23  In this case, instead of applying the f
ter function directly to the binary halftone pattern,
model of the dot reproduction characteristics for the p
ticular printer being addressed is used to predict the d
sity distribution of an image formed using the halfto
pattern. The resulting density distribution is filtered
identify the largest clusters and voids. Several type
dot models were discussed including overlapping cir
lar dots and Gaussian dots. To use this approach, 
necessary to form a higher resolution representatio
the halftone image where each image pixel is bro
down into a set of sub-pixels.

Barton has described another approach for des
ing halftone patterns that involves examining the spa
dot distribution to look for the largest voids and clust
of dots.24  In this case, the halftone patterns are desig
by growing the patterns from the lightest tone level
the darkest tone level. As in the methods described
Ulichney and Lin, a filter function is used to determi
the pixel location where a dot should be added to 
halftone pattern. (Barton refers to the filter function a
“cost function”.) Similar to Lin, Barton varies the filte
function with tone level. However, instead of varyin
the function form of the filter itself, he varies the sea
radius used to determine whether a dot should be
cluded in the summation. This is equivalent to multip
ing the filter function, f(x, y), by a cylinder function tha
varies in radius:

       f ′(x,y) = f(x,y)cyl[(x2 + y2)1/2/R], (20)

where R is the search radius, and

    
cyl( )

,
,

.r
r

r
=

< ≤
>





1 0 1
0 1 (21)

To force diagonal correlation of adjacent dots in the o
put image, Barton introduces an angular dependent
ter function

    
f x y

r C r
( , )

( ) (sin ) ( / )
,=

+ −
1

2 2 2α (22)
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where
       r = (x2 + y2)1/2, (23)

C is a constant (nominally 2), and α is the relative angle
from the center pixel. Because the filter function ha
lower value in the diagonal direction, dots are prefe
tially placed in diagonal arrangements. Barton argues
this is preferable in many cases due to the dot inte
tion characteristics of typical printers. Qualitatively, t
is also consistent with the angular dependence of
human visual system sensitivity.

3 Blue-Noise Matrices for
Multilevel Halftoning

Periodic halftoning techniques can easily be general
for use with multilevel output devices.25 ,26 Typically,
such techniques are referred to as multilevel halfton
or sometimes as multitoning. Figure 16 shows a ge
alization of the ordered-dither technique for applicat
to multilevel devices. It can be seen that this is equ
lent to the binary implementation shown in Fig. 2, 
cept that the threshold operation has been replaced
quantization operation. The dither signal is added to
input signal to form a modulated input signal. The qu
tizer then associates one of the allowable output le
with each of the possible values of the modulated in
signal. The quantizer can conveniently be implemen
as a look-up table (LUT). If a uniform quantizer is us
it can also be implemented using a divide operation
possibly as a binary bit shift.

xd

yd

x (column #)

y (row #)

I(x,y) O(x,y)

mod Mx

mod My

dither matrix
d(xd, yd)

quantizer

Figure 16. Basic multilevel dither implementation.

Generally, it is desirable to adjust the amplitude
the dither signal to equal the size of the quantization
terval. This produces dither patterns with the minim
possible modulation level. For example, consider the 
where an input image I(x,y) has m different levels, and i
is desired to produce an output image O(x,y) having n
possible output levels. If a uniform quantizer is us
the size of the quantization interval in terms of the in
levels will be given by the maximum input level divid
by the maximum output level: (m-1)/(n-1). If the dither
matrix, d(xd,yd) stores dither values in the range 0 to p-1,
the amplitude of the dither signal must be rescale
match the quantization interval.

When the dither matrix is properly rescaled, the mu
level dither process can be represented by the equati

    
O x y

I x y d x y p m n
m n
d d( , ) int

( , ) [ ( , ) / ] ( ) /( )
( ) /( )

,=
+ − −

− −








1 1
1 1

(24)
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where INT() indicates an integer truncation. It can 
seen that the dither matrix value is scaled and adde
the input image. The resulting modulated input value
quantized by dividing the result by the size of the qu
tization interval, (m-1)/(n-1), and rounding down to th
next integer value. Equation (24) can be rearranged 
a form that is more convenient in many cases:

O(x,y)

    
=

− − +







int
[ /( )][( ) / ] ( , ) ( / ) ( , )

/
m m n n I x y m np d x y

m n
d d1 1

  (25)

If both m and n are powers of 2, the divide operatio
associated with the quantizer can now be accomplis
using a binary bit-shift. However, the input value mu
now be scaled before the dither signal is added to it. T
equation can be simplified somewhat by defining a 
ries of constants

    
O x y

C I x y C d x x
C

d d( , ) int
( , ) ( , )

,=
+







1 2

3
(26)
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(27)

In practice, for computational efficiency, the scale fa
tor C1 can be implemented as a LUT, the dither mat
values can be premultiplied by the value C2, and the di-
vide by C3 can be implemented using a LUT or a bina
bit-shift operation.

This multilevel dither algorithm can be used to ad
any conventional binary dither matrices, including blu
noise dither matrices, for use with multilevel output d
vices. Figure 17 shows a series of images generated u
the multilevel halftoning method given in Fig. 16. In th
case, a 16× 16 blue-noise dither matrix generated usi
the simultaneous visual cost optimization technique 
scribed in Sec. 2.1.3 was used. It can be seen that 
in the magnified state, the multi-toned image approac
the quality of the original image when 16 output lev
output
(a) (b)

(c) (d)

Figure 17. Images generated using multilevel blue-noise dither algorithms with 16 x 16 dither matrix: (a) original, (b) 2 
levels, (c) 4 output levels, and (d) 16 output levels.
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are used. When the images are printed at 300 dpi,
difference is essentially indistinguishable.

Although any blue-noise dither matrix can be us
with the above implementation for multilevel outp
devices, the results are not necessarily optim
Spaulding and Ray have investigated methods to ge
ate blue-noise dither matrices that were optimized s
cifically for multilevel output devices.27  The dither
matrix design approach used in this case is very sim
to the simultaneous visual cost optimization techniq
described in Sec. 2.1.3. The difference being that 
costs for each of the levels within a quantization int
val are combined, rather than the cost for all of the in
levels. A slight modification to the implementation a
chitecture was also introduced that permitted the us
non-uniform quantization functions. As shown in Fig. 1
a variable scale factor is included that permits the m
nitude of the dither value to be adaptively adjusted a
function of the size of the quantization interval. In th
particular implementation, the dither values are no
nally stored as values in the range between ±1/2 and the
scale factor is simply the size of the quantization int
val. Since the size of the quantization interval may v
as a function of the input level, this value can be de
mined using a LUT addressed by the input code val

O(x,y)

quantization
cell size

∆
xd

yd

x (column #)

y (row #)

I(x,y)

mod Mx

mod My

dither matrix
d(xd, yd)

range = ±1/2

quantizer

Figure 18. Multilevel dither implementation using non-unifor
quantizer.

Multilevel dither can also be implemented usi
other algorithm architectures. One such approach,
scribed by Miller and Smith,28  and Miller29  is shown in
Fig. 19. In this case, the modularly addressed matri
used to store pointers to a series of dither LUTs, ra
than storing actual dither values. The results of the di
process for each of the possible input levels are pre-
culated and stored in these dither LUTs. The algorit
can now be executed with only table look-ups rather t
the adds and multiplies necessary in the first implem
tation. Effectively, this trades off memory requiremen
for a faster execution speed. This approach is somew
analogous to the binary dither arrangement shown
Fig. 3.

I(x,y)

O(x,y)
x (column #)

mod Mx

mod My

xd

yd

dither LUT
selector

0-(m-1)

0-(n-1)
y (row #)

dither LUTs
(one for each cell

in the dither matrix)

Figure 19. Multilevel dither implementation using dither LUT
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The LUT-based approach also has the advantage
any conceivable dot growth pattern can be specifi
With the conventional implementations, as the input g
level is increased all of the pixels in the dither patte
are generally increased to the second output level
fore increasing any of the pixels to the third output lev
In some cases, it might be desirable to increase the 
level of one pixel in the dither pattern through all of 
levels before starting to increase the gray level of a s
ond pixel. This would be possible with the LUT-bas
approach, but would not be possible with the first imp
mentation. Any pattern that can be created with the f
implementation can also be created using the LUT-ba
approach, but the reverse is not true. Although blue-no
dither matrices have not been designed to specific
take advantage of this extra flexibility, the texture p
rameter described by Miller et al. can be used to desig
LUTs with a variety of characteristics from a conventional
dither matrix. This feature can be particularly importa
for devices, such as electrophotographic printers, 
do not produce uniform density regions very well.

4 Blue-Noise Matrices for Color Images

Many color imaging devices produce binary output 
each of the color planes. Typically the color planes 
red, green, and blue (RGB) for additive devices, or cy
magenta, and yellow (CMY), or cyan, magenta, yello
and black (CMYK) for subtractive devices. Genera
halftone images for these applications are generated
each of the color planes independently following a
color correction/calibration steps. It is important to no
that the color reproduction characteristics of the dev
are usually a function of the halftoning method that
used. It is, therefore, necessary to design the color 
rection process knowing the halftoning method.

For the present discussion we assume that an
dered-dither algorithm is used to halftone each of 
channels independently. In general, a different dit
matrix can be used for each of the different color ch
nels. Therefore, an important question is how the dit
matrices used for the different color channels should
designed to maximize image quality.

4.1 Dot-on-Dot Matrices. If the same halftoning pattern
is used for each of the color channels, this is known
“dot-on-dot” printing. A sample image generated usi
this method with a 128× 128 dither matrix is shown in
Fig. 20(a). Although this approach is the easiest to imp
ment, it is rarely used in practice because it results
the highest level of luminance modulation, and additio
ally the color reproduction characteristics will be mo
sensitive to registration errors.

To understand these effects consider a neutral p
created using equal levels of cyan, magenta, and yel
With the dot-on-dot approach, the halftone patterns p
duced for each color channel are identical. Therefo
whenever a cyan dot is printed, a magenta and yel
dot are also printed in the same location. As a result,
image is formed using a series of black dots on a w
background. This is illustrated in the neutral regions
the image shown in Fig. 20(a). With a little thought,
Chapter III—Algorithms—239
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can be seen that this must produce a larger level o
minance modulation than the case where the colored 
are not coincident, therefore, the halftone patterns 
generally more visible to an observer.

There is also be an increased sensitivity to regis
tion errors. This can cause the reproduced color to d
from page-to-page, or even within a page, as the re
tration characteristics change. This increased sens
ity to registration errors results in the fact that if one
the color planes is misregistered relative to the oth
all of the dots shift together. This could cause a neu
patch to be formed by cyan dots next to a set of red d
instead of a set of black dots on a white backgrou
Since a cyan dot next to a red dot does not gener
produce the same integrated color as a black dot, 
causes the reproduced color to change.
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4.2 Independently Derived Matrices. Because of the
problems associated with dot-on-dot printing, it is u
ally desirable to decorrelate the halftone patterns u
for each of the color channels.30  In the graphic arts field
the preferred solution has typically been to decorre
the halftone patterns by rotating the halftone pattern
different “screen angles.” For conventional graphic a
halftone methods, this rotation can either be acc
plished optically or digitally. However, this solution 
generally not practical for low-resolution printing a
plications where ordered-dither is useful.

A number of techniques can be used to decorre
the halftone patterns used for ordered-dither. Parker
Mitsa have enumerated several of these methods31 One
solution is to use independently derived dither matri
for each color channel. To effectively decorrelate 
, (c)
Figure 20. Images generated using 128× 128 blue-noise dither matrices: (a) dot-on-dot matrices, (b) shifted matrices
inverted magenta/shifted yellow matrices, and (d) jointly optimized matrices.

(a) (b)

(c) (d)
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matrices for each channel, different random seeds co
to be used to initialize the blue-noise dither optimiz
tion process. Using uncorrelated matrices significan
reduces the amount of visible luminance modulation p
duced in the final image, however, it is not optimu
because there is still a random overlap between the 
of the different color planes.

4.3 Shifted Matrices
Another approach that can be used to decorre

the matrices is to spatially shift the phase of the dit
matrix patterns for each channel relative to each ot
For example, a blue-noise dither matrix, determined 
ing one of the design techniques discussed above,
be used for the cyan color channel. This dither ma
can then be altered by shifting the phase of the dit
pattern some number of pixels to the right for use w
the magenta color channel. Similarly, the phase can
shifted by some number of pixels in the vertical dire
tion for the yellow color channel. The phase shifts c
be accomplished by computing a new set of dither m
trices, or by simply adding an offset to the image r
and column addresses before the modulo operations
applied to determine the dither matrix indices. The 
sults should be essentially equivalent to those obtai
with totally uncorrelated matrices.

 A sample image generated using shifted dither m
trices is shown in Fig. 20(b). The same 128× 128 dither
matrix that used to generated Fig. 20(a) was used h
as well. However, the magenta dither pattern was shi
64 pixels horizontally, and the yellow dither pattern w
shifted 64 pixels vertically. It can be seen that the ov
all level of pattern visibility is substantially lower tha
for the dot-on-dot case. Any overall color differen
between the two images is due to the fact that the c
reproduction characteristics of a halftone device will 
a function of the halftoning algorithm. In a real applic
tion, the output would be color corrected for the sp
cific approach that is implemented. However, for th
example, no custom correction was done.

The amount of decorrelation can be controlled som
what by adjusting the amount of phase shift that is 
plied. The greatest decorrelation is typically obtained
shifting the phase by half the dither matrix size. In ge
eral, the argument could be made that the phase o
patterns should be shifted by half of the dominant ha
tone period to ensure that the dots have a higher p
ability of not overlapping. However, since the domina
period will be a function of gray level, this is genera
not a practical solution.

4.4 Inverted Matrices
Another approach is to use an inverse dither ma

for one or more of the color channels. In this case, a n
dither matrix is calculated by inverting the polarity of
first matrix. If the dither matrix has values in the ran
0 to 255, the dither values for new matrix will simply b
equal to 255 minus the dither values for the first matr
Using this approach will minimize the number of do
that will overlap with each other for two of the colo
channels. In fact, for a 50% gray level, the two matric
will produce halftone patterns that are exact inverse
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each other. For lighter gray levels the dots for the f
color channel will tend to be placed in the voids of 
second color channel. The primary limitation of this a
proach is that most color imaging applications use m
than two color channels. Therefore, in practice, so
other method must be used to determine at least on
the color channels. For example, a first dither ma
could be used for the magenta channel, an inverted
sion of the magenta dither matrix could be used for
cyan channel, and a shifted version of the magenta d
matrix could be used for the yellow channel. In ma
cases, this may produce acceptable results becaus
yellow channel generally contributes less to the lu
nance modulation.

A sample image generated using this approac
shown in Fig. 20(c). Again, the same basic 128 × 128
dither matrix is used. However, in this case, the mag
matrix was inverted relative to the cyan matrix, and 
yellow matrix was shifted 64 pixels vertically. Overa
this image shows a small improvement in the lumina
modulation relative to the shifted matrices image. Ho
ever, there are some mildly disturbing texture conto
that can be seen just below the gray scale. These
formed near a code value of 128 where the cyan 
magenta patterns are exact inverses of each other.

4.5 Jointly Optimized Matrices
Each of the approaches discussed in Sections 4

4.4 has the advantage that the halftone patterns fo
different color channels are effectively decorrelat
therefore, the resulting halftone image should prod
lower amounts of luminance modulation and sensitiv
to registration errors relative to the nominal dot-on-
printing case. However, none of these techniques 
duce images that will exhibit optimal behavior, partic
larly with respect to the visibility of the halftone pattern

We have recently developed a method that can
used to simultaneously design a set of blue-noise d
matrices for each of the color channels for a color o
put device. The matrices are designed to provide an
put image having halftone patterns with minimu
visibility to a human observer. In the simplest vers
of this method, the halftone pattern visibility is min
mized by determining the dither matrices that minim
the visible luminance modulation. This is frequen
appropriate since the human visual system is more 
sitive to luminance modulation than it is to chrominan
modulation. However, the method can easily be exten
to include terms in the cost function that reflect the v
ibility of the chrominance modulation as well as the 
minance modulation.

The preceding monochrome dither matrix des
methods can be adapted to determine the set of c
dither matrices that have minimum visibility to a hum
observer. To use the visual cost function optimizat
approaches, it is first necessary to define a cost func
related to the visibility of the halftone pattern. For t
case where only the luminance component of the h
tone pattern visibility is considered, the first step is
compute a spatial luminance distribution from the h
tone patterns that are used for each color channel.

One method that can be used to determine the 
Chapter III—Algorithms—241
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tial luminance distribution is by measuring the luminan
values that result when each of the individual colora
(e.g., cyan, magenta, and yellow) are used, as we
the luminance values that result for the possible com
nations of the colorants (e.g., red = magenta+yell
green = cyan+yellow, blue = cyan+magenta, and black
= cyan+magenta+yellow). To determine the lumina
distribution, the halftone patterns for each of the co
channels can be superimposed and the luminance v
corresponding to the resulting combination of colora
can be assigned to each of the pixel locations.

Another approach that can be used to compute
spatial luminance distribution is to estimate it’s va
by calculating a weighted sum of the individual ha
tone patterns

    
l x y w O x y

i
i i( , ) ( , ),=

=
∑

1

channels

(28)

where Oi(x,y) is the output image bitmap for the i’ th color
channel, and wi is a weighting factor for each chann
The weighting factors should generally reflect the rela
contributions of each channel to the luminance signal. T
cally, yellow would have the smallest contribution, a
magenta would have the largest contribution. An exam
of typical weights would be wc = 0.3, wm = 0.6, wy = 0.1.

Once the luminance distribution l(x,y) for a set of
halftone patterns has been computed, the visibility
the luminance modulation can be estimated using a 
function analogous to that shown in Eq. (1):

    
cost d dCMY CMY= ∫∫ L f f V f f f fx y x y x y( , ) ( , ) .

2
(29)

In this case, the Fourier transform the luminance dis
bution, LCMY(fx,fy), is used in the formula instead of t
Fourier transform of the halftone pattern itself. The CM
subscript reflects the fact that the cost is associated 
the halftone pattern for a particular color value. It is f
quently useful to work with a discrete form of this co
function

       
    
costCMY CMY=

=

−

=

−

∑ ∑
i

M

j

M

ij ij

x y

L V
0

1

0

1 2
, , (30)

where LCMY,ij is the (i,j )’th element of the discrete Fou
rier transform of the luminance distribution for a p
ticular CMY color value, and Vij is the human visua
system sensitivity for the frequency corresponding
element (i,j ). As was discussed above, it may be de
able from a computational efficiency point of view 
use the spatial domain versions of these cost functi
These forms follow directly using Parseval’s theore
Other types of cost functions can also be defined, wh
include terms relating to the visibility of the chrominan
modulation in addition to terms relating to the visibil
of the luminance modulation. These types of cost fu
tions can be used to more accurately reflect the ove
halftone pattern visibility. However, in many cases 
improvement in the final results do not justify the add
complexity in the optimization process.

As with the monochrome dither matrix design me
ods discussed above, there are a number of ways
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the visual cost associated with the halftone patterns
be minimized. For example, the bit patterns for all
the pixel values can be optimized simultaneously. In 
case a total cost value is computed that is a combina
of the individual cost values for a set of CMY color v
ues. An optimization technique such as stochastic
nealing can then be used to determine the bit patt
that produce the minimum total cost value.

One form of the total cost that can be used i
weighted sum of the individual cost values

       
    
cost costtotal

CMY
CMY CMY= ∑ w , (31)

where wCMY is a weighting factor, and the summation
computed over a certain set of CMY color values. T
choice of the particular subset of CMY color values,
well as the weights assigned to each color value de
mine the relative importance of various parts of co
space during the optimization process.

For example, if the neutral colors are believed to
the most important color values for a particular print
application the set of CMY color values having eq
amounts of cyan, magenta, and yellow can be inclu
in the summation. If all of the neutral colors are equa
important, then the weighting factors can be define
normalize the individual cost values so that they h
similar magnitudes. Other color values that can be
cluded in the set of CMY color values are primary co
series where one color channel is varied throughou
range, and the other color channels are set to 0. C
color values for particularly important colors, such
skin-tones, sky colors and grass colors can also b
cluded. Yet another set of CMY color values that co
be used would be all of the possible combinations of
allowable color values for the different color channe

Alternatively, the halftone patterns for each inp
level can be determined sequentially rather than sim
taneously. In this case, a halftone pattern for a first
put level is initially determined, and then halfto
patterns for the remaining input levels are determi
one-by-one. One method that has been used succes
is to first determine the cyan halftone pattern for a c
tain input level, and then to determine the magenta
yellow halftone patterns for that input level in turn. Wh
the halftone patterns for each of the color channels
been determined for that level, the next level can t
be considered. Other optimization sequences are 
possible. For example, the halftone patterns for eac
the input levels for one color channel can be determ
first. When the halftone patterns for the first color ch
nel have all been determined, the remaining color ch
nels can be optimized sequentially. As before, 
individual levels may be optimized using a consecu
sequence, or using other types of sequences such
binary-tree.

The step of determining halftone patterns for an 
tial input level can be performed in several ways. 
example, a first set of halftone patterns can be rando
formed, and a stochastic annealing procedure can be
to minimize a visual cost function. Alternatively, the in
tial halftone patterns can be formed from monochro
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blue-noise dither matrices. For example, to initializ
set of dither matrices for a neutral input value, the met
shown here in pseudo-code can be used:

for channel = 0 to num_channels
for each i,j

{
if ((d(i,j ) > = channel* level) and (d(i,j )

<(channel + 1) * level)
patternchannel(i,j ) = 1

else
patternchannel(i,j ) = 0

}, (32)

where num_channels is the number of color channel
d(i,j ) is the monochrome dither matrix, patternchannel(i,j )
is the initial halftone pattern for a given color chann
and level is the input level for the initial halftone pa
tern. It should be noted that the input level for the ini
halftone pattern must be less than, or equal to, the n
ber of levels in the monochrome dither matrix divid
by the number of color channels. For a monochro
dither matrix having 256 different levels, and a syst
having three color channels this limits the input leve
be less than or equal to 85.

If the initial halftone patterns are formed using t
approach, the resulting patterns are non-overlapping
reflect the basic frequency distribution characteris
of the monochrome dither matrix. Both of these char
teristics are desirable, but the resulting patterns may
be optimum relative to the global minimum visibili
solution. For this reason, it may be desirable to fo
patterns using this method, and then refine them u
an optimization method such as stochastic annealin

When a sequential optimization approach is us
the cost value can be computed from a single color v
(typically a neutral color value corresponding to the
put value currently being optimized), or can be a com
nation of cost values for a set of color values. Usin
combination of cost values ensures that the visibility
the halftone patterns generated for color values in 
part of color space is not optimized at the expens
other parts of color space. One combination of cost 
ues that has been found to be useful is to compu
weighted average of the cost value for a neutral c
value, and a corresponding pure color value. For 
ample, if the bitmap for the cyan channel for input va
100 was being optimized, the combined cost value 
be a weighted average of the cost for the neutral c
where cyan, magenta, and yellow all have a value of 
with the cost for the color where cyan has a value
100, and magenta and yellow are zero.

When large dither matrices are being optimized,
visual cost based optimization techniques have b
found to take a substantial amount of processing tim
complete even with very powerful computers. For t
reason, it may be desirable to use other optimization t
niques, such as the visual potential technique descr
above, that converge more quickly, even if the final 
lution is slightly less optimal than could be found us
the slower techniques.

The visual potential technique discussed in S
tion 2.2.3 can be extended to the current problem
a
d
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jointly optimizing blue-noise matrices for a color ou
put device by simply replacing the halftone pattern w
the luminance distribution for the set of halftone p
terns. The perceived luminance distribution is calcula
by convolving the luminance distribution with an a
proximation to the human visual system point-spre
function. Dots can then be added/subtracted at 
minima/maxima of the perceived luminance distributio
If more than one dot needs to be added or subtrac
the dots should generally be added/subtracted one
time and the perceived luminance distribution reco
puted after each step.

This approach can also be extended to include c
tributions from the perceived luminance distributions f
other colors in addition to the neutral colors. One w
to do this is to compute a combined perceived lumina
distribution

       
    
l x y w l x yp p( , ) ( , ),,= ∑

CMY
CMY CMY (33)

where wCMY is a weighting factor, lp,CMY(x,y) is the per-
ceived luminance distribution for a certain CMY col
value, and the summation is computed over a set of C
color values. Once the combined perceived lumina
distribution is computed, dots can be added/subtrac
by finding the respective minimum or maximum. On
set of CMY color values that has been found to be qu
useful is a neutral value, combined with the correspo
ing pure color. For example, if the bitmap for the cy
channel for input value 100 were being optimized, 
combined perceived luminance distribution can be c
culated as a weighted average of the perceived lumina
distribution for the neutral color where cyan, magen
and yellow all have a value of 100, with the perceiv
luminance distribution for the pure color where cyan h
a value of 100, and magenta and yellow are zero.

A sample image generated using jointly optimiz
128× 128 blue-noise matrices is shown in Fig. 20(d).
visual potential optimization approach was used st
ing from a set of initial patterns at level 85 formed fro
a monochromatic blue-noise dither matrix using Eq. (3
The dither matrices were formed by sequentially a
ing/subtracting pixels from the halftone patterns at 
min/max of the combined perceived luminance dis
bution. In this case, the combined perceived lumina
distribution was determined using a simple average
the luminance distribution for a neutral patch, and a p
color for the current color channel. It can be seen t
the overall halftone pattern visibility is noticeably im
proved relative to the three other examples in Fig. 2

An interesting way to compare the color halfto
patterns is to look at the fraction of the image cove
by the cyan, magenta, and yellow dots, as well as t
two- and three-color combinations as a function of g
level for a neutral patch. Figure 21 shows a series of p
generated for the dither matrices used to produce
images in Fig. 20. Considering Fig. 21(a) it can be s
that only black and white dots are used to produce
neutral patches at every gray level. As the gray leve
increased, the proportion of black dots increases, 
the proportion of white dots decreases correspondin
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shifted
Figure 21. Fractional coverage of paper as a function of dot area for neutral patches: (a) dot-on-dot matrices, (b) 
matrices, (c) inverted magenta./shifted yellow matrices, and (d) jointly optimized matrices.
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This is characteristic of the dot-on-dot approach.
In Fig. 21(b) it can be seen that the characteris

of the shifted matrices approach are quite different. T
fractional coverage of the cyan, magenta, and yellow d
are approximately equal at all gray levels, as are the 
erages for the red, green, and blue two-color comb
tions. Since the shifted matrices produce halfto
patterns that are effectively uncorrelated we would 
pect that the fractional coverages should approxima
follow the Neugebauer equations,32

fw = (1 – c) (1 – m)  (1 – y),
fc = c(1 – m) (1 – y), fm = (1 – c)m(1 – y),
fy = (1 – c) (1 – m)y, (34)
fr = (1 – c)my, fg = c(1 – m)y,
fb = cm(1 – y), fk = cmy,

where c, m, and y are the fractional dot areas for th
cyan, magenta, and yellow halftone patterns, and fw, fc,
fm, fy, fr, fg, fb, and fk are the resulting fractions of th
paper covered by white (no ink), cyan, magenta, yell
red (magenta+yellow), green (cyan+yellow), bl
(cyan+magenta), and black (cyan+magenta+yello
respectively. In this case the values for c, m, and y are
all equal since the neutral colors are being conside
It can be shown that the curves in Fig. 21(b) are ind
consistent with the expected values from Eq. (34).

The fractional coverage characteristics for the 
verted matrices approach, shown in Fig. 21(c), are q
different from either of the previous graphs. Because
cyan and magenta matrices are inverses of each o
the blue and black coverages remain at zero until
50% dot area is reached. This is because cyan and
genta dots never occur at the same pixel location u
all of the pixel locations are filled with one or the oth
However, since the yellow halftone pattern is effectiv
uncorrelated with the cyan and magenta patterns, t
color combinations that include yellow (red and gree
start to form even for the smallest dot areas.

Figure 21(d) shows the fractional coverage char
teristics for the jointly optimized matrices. It can be se
that up to a 33% dot area there are only single color
colors present. This is due to the fact that the initial p
tern was formed using non-overlapping bitmaps at 
dot area. Above the 33% dot area, the two-color com
nations begin to form. Note that green dots are form
most rapidly due to the fact that green contributes le
strongly to the luminance modulation since it is the lig
est of the two-color combinations. Black dots are 
last to start forming since they have the largest effec
the luminance modulation.

5 Comparison of Blue-Noise Dither and
Error Diffusion

Blue-noise dither halftoning methods have been fou
to produce images with pleasing visual characterist
The resulting image structure resembles the results
can be obtained using error-diffusion algorithms. Ho
ever, the computational complexity associated with 
ordered-dither approach is much simpler than tha
error diffusion. Because of the fact that the blue-no
dither patterns must be correlated as a function of g
s
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level, error diffusion fundamentally maintains a sm
image quality advantage.

To illustrate this, consider a halftone pattern gen
ated for a gray level of 240. To obtain this tone valu
dot needs to be formed at one out of every 16 pix
Error diffusion algorithms accomplish this by produ
ing a halftone pattern having a fundamental period
about 4 pixels in both the vertical and horizontal dir
tions. If a blue-noise dither pattern were designed s
cifically for this gray level it would have the same ba
characteristics. Now consider a gray level of 239.
produce this tone value it is necessary to add one m
dot for every 256 pixels. Error diffusion naturally a
justs the fundamental period of the halftone to an a
age of about 3.9 pixels to accomplish this. However
design a blue-noise pattern for a gray level of 239 th
correlated with the pattern for a gray level of 240, 
other dots must be left in the same locations and the
dots must be inserted into the pattern. Therefore, ins
of adjusting the dot spacing to be an average of 3.9 
els apart, some dots are still 4 pixels apart, and s
dots are be closer where an extra dot has been ins
in the middle of a void in the first pattern. This nec
sarily adds some spectral power in the low spatial 
quency regions. Therefore, the resulting halftone pat
are less optimal than the error diffusion patterns. C
sequently, this implies that blue-noise dither will ne
be able to produce optimal halftone patterns over
entire tone scale to the extent that error diffusion c
However, for many applications, the quality level th
can be obtained with blue-noise dither is adequate
the simplicity and speed of the algorithm out-weigh a
quality loss.

6 Conclusions

This paper has reviewed and compared the various t
niques that have been used to develop blue-noise d
matrices. In particular, a series visual cost function ba
techniques were presented that have been develop
Sullivan et al. Additionally another family of technique
was discussed that involves designing the dither m
ces by analyzing the spatial dot distribution. This gro
included the iterative constraint method developed
Mitsa and Parker, and Ulichney’s “void-and-cluste
technique, as well as a number of other variations.

The visual cost function based techniques have
closest tie to the response of the human visual sys
Therefore, they should offer the greatest opportunit
design halftone patterns that have the minimum visi
ity to the human observer. The current approaches
lize a simple linear system model of the human vis
system, although other more sophisticated models c
be easily investigated. The largest drawback of this
proach is the amount of computation time needed to
sign a dither matrix of reasonable size. Additionally, 
stochastic optimization techniques that have been in
tigated have been found to rarely converge to a glo
minimum. This is largely due to the high dimensiona
of the problem.

The techniques, such as the iterative constraint m
ods and the void-and-cluster algorithm, that attemp
Chapter III—Algorithms—245
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optimize the blue-noise patterns by simple analysis
spatial dot distribution have the advantage that they
relatively fast to compute compared to the other me
ods. Because of their speed, they can frequently be 
to design larger matrices than can practically be d
otherwise. Although these methods generally do not p
duce patterns that are truly optimal relative to a vis
cost function, it has been found that the quality incre
associated with the larger matrix size usually makes
for any deficiencies. As a result, these methods have b
found to produce good quality results. Although t
methods that use a filter size that is adaptive with g
level may offer some advantages, very acceptable di
matrices have been designed with even the simple
gorithms.

All of these methods can produce dither matric
that exhibit similar visual characteristics, although th
are subtle differences between the resulting pattern
all cases, the results are quite sensitive to the form
the filter function that is used. Even the approaches 
are tightly coupled to a model of the human visual s
tem have parameters, such as viewing distance, tha
have a large effect on the quality of the final results
fact, the differences between the results obtained u
different forms of the filter function/visual cost func
tion have generally been found to be larger than the
ferences between the different optimization techniqu

Ways to extend the basic blue-noise dither te
niques to multilevel and color output devices were a
described. At 300 dpi, the multilevel blue-noise dith
approach has been found to produce photographic q
ity images using only 16 output levels. Recent advan
were described for the design of jointly optimized dith
matrices for color output devices. It was demonstra
that these results provide an incremental improvem
in the quality over the conventional solutions for co
output devices. However, to take full advantage of th
improvements requires that the registration errors a
ciated with the output device be relatively small. It
expected that if the registration errors are very sign
cant, the optimum result will move toward uncorrelat
matrices.
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